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Abstract

Consider n non-overlapping rectangular poly-
gons. Let the interpolygon space be denoted by
p, p is rectangular if all polygons are identical.
However, for variable size rectangular polygons,
p is non-rectangular with rectilinear boundary,
let us denoted this by . 7 can be divided into
rectangles, and the union of these rectangles is
called a junction. 7 may have L-, S-, T- and X-
shaped junctions. We consider the problem of
identifying bottlenecks in general junctions. We
present an algorithm, which uses a simple data
structure, and identifies the bottlenecks in O(n)
time and space. Furthermore, the algorithm can
also be used to generate the visibility graph for
rectilinear visibilities.

1 Introduction

The building block strategy for VLSI layout consists of
two sub-problems, Placement and Routing. Placement
consists of assigning positions to modules (e.g. ICs,
Macro cells) on a carrier (e.g. Printed Circuit Board,
Silicon Wafer) according to some objective function,
while Routing consists of assigning paths to intercon-
nections among modules through the intermodule space
(channel). When variable size modules are used, non
rectangular channels with rectilinear sides are created.
The channel space can then be divided into rectangles,
and the union of these rectangles is called a junction.
For Building Block layout, L-, S-, T- and X- shaped
junctions are created. In this paper, we consider the
problem of identifying the routing bottlenecks in the
channels of general junctions.

L-, T- and X- shaped non-skewed junctions were first
considered in [13]. In [10, 11] skewed junctions were
also considered, and bounds were given for the widths
of the channels of general junctions. The bounds were
dependent on the crossings of interconnect in the junc-
tions.

One solution to bottleneck identification could be based
on “simple” visibility check. Two modules are said to be
visible, if they can be joined by a line, such that the line
does not intersects with any other module/s, this is re-
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peated for all pairs of visible modules. The bottlenecks
could then be identified as the minimum length visibil-
ity lines. However, this approach may not be suitable
due to the following reasons: i) The fastest algorithm
for generating the visibility graph for disjoint polygons
takes time O(E + nlogn) [5], here E could be O(n?).
This problem was also solved by [2, 9] and [16] in time
O(n%logn), O(n?) and O(n?) respectively. ii) Even if
we had a faster algorithm, it is not necessary to gener-
ate all the visibility lines. Consider Fig. 2(f), lines are
drawn between all pairs of visible modules. Fig. 2(c)
shows the lines generated by our algorithm. Note that
the lines are fewer, asymptotically they could be O(n)
times fewer.

We make the following assumptions i) Rectangular mod-
ules are placed on an invisible rectangular grid, such
that there are no modules smaller than the unit square
(of the grid). ii) The dimensions of the modules i.e.
Height (H) and Width (W) are O(1) w.r.t to the num-
ber of modules. iii) The distance between modules is
O(1). Note that these assumptions are not impractical.
Since, asymptotically, the dimensions of the modules
can be considered to be constant. Also, the length of
the interconnect is proportional to the distance between
modules, therefore, closely packed modules reduce that
length.

2 Definitions and Notation

The junction will be defined as in [11, 10]. An L-
junction L(1;, 12, %o, ¥o) is an “L” shaped region, which
is the union of the following rectangular regions (see
Fig. 1(a)):

L=iz’y 1-‘D<0:—11$yS0}
T={(z,y):0<z<t,0< y}
J1= %3»!!10535%:-415!150;
Jo={(z,¥):0< <1, -y <y<0

y <

The sets L and T are referred to as the left and top chan-
nels and J; N J, as the junction region. Any s.iortest
Manhattan path between (0,0) and (z,, -y,,{ is called
the, bottleneck of the junction region. A non-skewed L-
junction corresponds to z, = i, and y, = t;. The S-,
T- and X- junctions are shown in Fig. 1(b)-(d), and
can be defined similar to L-junction, see [10]. Fig. 2(e)
shows some junctions, e.g My, Ma, M5 and M7 define an
L-junction, My, M7, My, and M,; define a T-junction,
and M;, My, Mg and M, define an X-junction.



Consider module M,, let (XL,,Yp:) be the bottom left
vertex of M;, and let (Xg;, Y7;) be the top right vertex.
For a module M,, only these two vertices are stored.
The i*" vertical line between the top and bottom of the
carrier ! is denoted by V;, H; is defined similarly. H, is
the top edge of the carrier and V, it’s left edge. Vig,¢ is
the last V line put back, after it was tentatively removed
in procedure Line-Removal, initially Vig,, = V,. The
minimum length visibility line between a vertex and an
edge of modules M; and M; is denoted by Dy, ;)

SV, 1s the set of all modules which intersect with V;,
SVii,;) = SV U SVj, similar definitions for SH; and
SH(,-‘J'). SVH(,-J):SVOG“’,-_'_” n SH(j’j+1). When V; is
to be removed in procedure Line Removal, a rectangle,
WINDOW is defined by Vi,,:, V;+1 and two adjacent H
lines. A CELL is a rectangle defined by V;,V;4; and
H;,Hj41, it is used in procedure Neighbor-Check,
GRID[i+1, j+1]=CELL. a € (~1,0,+1),8 € (—1,+:2,
¢.g 1 + a could be i-1, i, i+1, similar result for 1 + 8.
Note that GRID[i + a, j + a] is invalid for a = 0.

3 DProcedure descriptions

A brief description of four main procedures used in our
algorithm.

3.1 Line-Generation

As mentioned in Introduction, we assume all modules
to be on an invisible rectangular grid. The purpose of
this procedure, is to make only those grid lines “visible”,
which intersect with (Xz;,Yp;) and (Xg,, Yri). Fur-
thermore, the procedure also identifies those modules,
whose vertices do not intersect with any of the V/H grid
lines, but their edges do intersect. In Fig. 2(b), for V
grid lines, top and bottom edges of M; intersect with
V3 and V.

3.2 Line-Removal

This procedure will discretize the carrier. This is
achieved by selectively removing only those grid lines,
such that, atmost one module, or part of one module
lies inside the WINDOW. Consider modules My, M; €
SV H, ). if any vertex of both modules lies inside the
WINDOW, then V, is not removed and Vj,,; = V;. Note
that there can be a constant number of vertices inside
a WINDOW. Techniques are given in [14] to determine
a point inside a rectangle. In Fig. 2(b) dotted lines are
removed.

3.3 Neighbor-Check

After Line-Removal, each CELL will have atmost
a single, or part of a single module. This enables
Neighbor-Check to “know” the location of the mod-
ules w.r.t each other. Furthermore, there is no need
to check the visibility between say GRID[1,1] and
GRID[5,5]. Since, they may not be visible from each
other because of the modules in the other 11 GRID[ Js

} Assuming a rectangular carrier.

27

obstructing the visibility line. However, even if a vis-
ibility line was possible, it would be eliminated in the
Min-Distance procedure, therefore, there is no need
to compute it in the first place. Hence, it is only neces-
sary to note the minimum length visibility lines between
GRID}, j] and GRID[i + a, j + a.

D(,,y) is generated between GRIDJ, j)(# ¢) and:

1. GRID[i+a, j+a] IF GRID[i+a, j+a] # 6.

2. GRID[e; + a, e + o] # ¢ for every GRID[i+3,
j+B]=GRID[e;, e;]=¢.

3. Every GRID[h; + h,j + a] # ¢ IF atleast one
GRID[i+p, j]=GRIDIh;, j]=¢. Note that h is some pos-
sitive constant. Similar result for GRID[i, j+23].

This procedure will also store the end points of D(g,y)
at GRID(i, j] for M., at GRID[a,b] for M,, and in
the GRID| Js defined by the Grid Vector (GV), having
GRID{j, j] and GRID|a,b] as the two end “points”.

3.4 Min-Distance

This procedure decides which Dy, ;) to keep for the pairs
of visible modules identified. Consider two intersecting
lines D(q4) and Dy, y) among k * lines whose end points
are stored at GRID[i, j]. Also assume that, they are nei-
ther vertical nor horizontal. Let R, ;) and R(; ) be.two
rectangles having D, ;) and D, as their diagonals,
respectively. Only that D will be kept, for which no
module M in GRID[a+a, b+c] and GRID[x+a, y+a]
intersects with the rectangle R correspanding to D. For
vertical and horizontal intersecting lines inside GRIDj,
J), shortest is kept. If both lines equal in length, either
V or H is kept. Fig. 2(c) shows the necessary visibility
lines generated, and Fig. 2(d) shows the corresponding
bottlenecks.

For any two modules in neighboring GRID] Js, we gen-
erate all sixteen lines between them and then pick the
shortest visible line. Since number of intermodule visi-
bility lines is constant, therefore, we do not use efficient
techniques such as given in [4, 12, 15].

4 Computational Complexity

As a result of assumptions ii) and iii) in Introduction,
the area of the rectangular carrier will be O(n). There
can be two extremes, such as, W==O(n), H= O(1), and
W=0(1), H=0(n), and in-between we can have other
values of H and L, such as W=H=0(n%%). Further-
more, the variation in the positions of the modules will
be O(n), therefore, we can use bin-sort to sort Xr;, Xg;
and Y7, Yp; so as to assign M; to V; and Hy.

Sy, Sy and V, H lines are implemented by sorted
linked lists. During different operations, the lists are
kept sorted by using pointers to the modules being con-
sidered. To get SV H(; ;) we use the technique in [1]
with selective checking, therefore, SV H(; ;) takes time

O(1). The complexity of different procedures depends

20 < k < 6,6 is some constant.
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on the size of the grid, which is O(n). Therefore, the
complexity of our algorithm is O(n). Note that, Line-
Removal has to be used for removing H lines also.
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Figure 1: L-, S-, T- and X-junctions.
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Figure 2: Junction bottleneck identification.



