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#### Abstract

The empty space around $n$ disjoint line segments in the plane can be partitioned into $n+1$ convex faces by extending the segments in some order. The dual graph of such a partition is the plane graph whose vertices correspond to the $n+1$ convex faces, and every segment endpoint corresponds to an edge between the two incident faces on opposite sides of the segment. We construct, for every set of $n$ disjoint line segments in the plane, a convex partition whose dual graph is 2-edge connected.


## 1 Introduction

Noncrossing line segments are fundamental in computational geometry. Algorithms on disjoint line segmentsin visibility, motion planning, graph drawing [4, 7, 8, $9,10]$ often consider a convex partition and its dual graph.

A set of $n$ disjoint line segments in the plane and a permutation $\pi$ of the $2 n$ segment endpoints define a partition of the plane into convex faces: extend the segments beyond their endpoints one-by-one in the order given by $\pi$ until they hit another segment, a previous extension, or infinity. If no three segment endpoints are collinear, then we obtain $n+1$ convex faces for any permutation $\pi$. In general, the convex partition depends on the order $\pi$ in which the extensions are drawn. All permutations lead to the same convex partition if and only if no extension meets any other extension.

In the dual graph of a convex partition, the vertices correspond to the $n+1$ convex faces, and every segment endpoint corresponds to an edge between the two incident faces on opposite sides of the segment (see Fig. 1). Two vertices are connected by a double edge if and only if an entire segment (and both endpoints) lie on the common boundary of the corresponding convex faces.
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Figure 1: Disjoint line segments, a convex partition, and the corresponding dual graph.

Kano [5, 6] worked on various discrete geometry problems involving monochromatic partitions of geometric graphs. Motivated by questions on compatible plane matchings, he posed the following problem:

Problem 1 Does every finite set of disjoint segments in the plane have a convex partition such that the dual graph can be decomposed into two spanning trees?

In the special case that the convex partition is unique (that is, does not depend on the permutation $\pi$ ), the answer is yes: color every left segment endpoint red and every right segment endpoint blue-it is not difficult to see that both the red and the blue subgraphs are spanning trees [4]. This simple coloring scheme, however, does not work in general. There are sets of (already as few as four) segments where the subgraphs corresponding to either all the left or all the right segment endpoints is disconnected for any convex partition.

It is easy to construct $a$ convex partition for $n$ disjoint line segments in $O(n \log n)$ time with two sweep-line algorithms: first a left-to-right sweep extends all segments beyond their right endpoints, and then a right-to-left sweep extends all segments beyond their left endpoints.

Whenever two right (left) extensions meet, one must have priority over the other: these choices give different variants of this partitioning scheme. There are sets of segments (Fig. 2) for which any variant of this simple scheme leads to a dual graph with a bridge, making a decomposition into two spanning trees impossible.


Figure 2: Six segments for which any variant of the sweepline scheme leads to a dual graph with a bridge.

In this note we show how to find a convex partition whose dual graph has no bridges:

Theorem 1 For any finite set of disjoint line segments in the plane, one can construct a convex partition whose dual graph is 2-edge connected.

We give an algorithm for constructing such a convex partition. Its runtime is $O\left(n^{4 / 3+\varepsilon}\right)$ for $n$ input segments, dominated by $2 n$ ray shooting queries among $O(n)$ polygonal objects, one for each segment endpoint.

Theorem 1 does not solve Problem 1. Fig. 3 depicts four segments and a convex partition whose dual graph is 2-edge connected, yet cannot be decomposed into two spanning trees. This convex partition, however, cannot be produced by our algorithm. We conjecture that the dual graph of the convex partition we propose can always be decomposed into two spanning trees.


Figure 3: A convex partition whose dual graph is 2-edge connected but cannot be split into two spanning trees.

For $n$ disjoint segments in the plane, it is natural to define a smaller family of convex partitions, where the two endpoints of each segment should be consecutive in the permutation $\pi$ (practically, extending each segment
in both directions at the same time). We do not know whether Theorem 1 remains true under this restriction.

Problem 2 Is there a permutation of every finite set of disjoint segments such that, extending the segments in both directions in this order, the dual graph of the resulting convex partition is 2-edge connected?

## 2 Partition by Induction

We prove Theorem 1 algorithmically. We first show that one can apply induction in a certain sense. It is enough to prove the following.

Theorem 2 For any finite set $S$ of disjoint line segments in the plane, one can find a nonempty subset $S^{\prime} \subseteq S$ and construct a convex partition $P^{\prime}$ of $S^{\prime}$ such that the dual graph of $P^{\prime}$ is 2-edge connected and every segment of $S \backslash S^{\prime}$ lies in the interior of a face of $P^{\prime}$.

Let us show that Theorem 1 follows from Theorem 2:
Proof of Theorem 1. Proceed by induction on $S$. Let $S$ be a set of $n$ disjoint line segments, and assume that any set of less than $n$ segments has a convex partition whose dual graph is 2 -connected. By Theorem 2 there is a convex partition $P^{\prime}$ of a nonempty subset $S^{\prime}$ of segments. If $S=S^{\prime}$, then the proof is complete. Assume that $S \backslash S^{\prime} \neq \emptyset$. By induction, the (possibly empty) subset of segments lying in each face $v \in P^{\prime}$ has a convex partition (of that face) whose dual graph $G\left(v^{\prime}\right)$ is also 2 -connected. The partitions of the faces of $P^{\prime}$ jointly give a convex partition $P$ of $S$.

The dual graph $G$ of $P$ is obtained from the dual graph $G^{\prime}$ of $P^{\prime}$ by replacing each vertex $v^{\prime} \in V\left(G^{\prime}\right)$ with a 2-edge connected graph $G\left(v^{\prime}\right)$ and replacing every edge $u^{\prime} v^{\prime} \in E\left(G^{\prime}\right)$ with an edge between some vertices of $G\left(u^{\prime}\right)$ and $G\left(v^{\prime}\right)$. We claim that any graph $G$ obtained in this way is 2-edge connected.

Indeed, it is enough to show that there are two edgedisjoint path between any two vertices, $u$ and $v$, of $G$. This is obvious if both $u$ and $v$ are vertices of a subgraph $G\left(w^{\prime}\right)$ corresponding to some vertex $w^{\prime}$ of $G^{\prime}$, because $G\left(w^{\prime}\right)$ is 2-edge connected. Assume that $u \in G\left(u^{\prime}\right)$ and $v \in G\left(v^{\prime}\right)$ for two distinct nodes $u^{\prime}, v^{\prime} \in V\left(G^{\prime}\right)$. We know that $G^{\prime}$ is 2-edge connected, and so there are two edge-disjoint simple paths between $u^{\prime}$ and $v^{\prime}$ in $G^{\prime}$. We extend these paths into two edge-disjoint path between $u$ and $v$ in $G$ such that, whenever a path in $G^{\prime}$ visits a vertex $w^{\prime} \in V\left(G^{\prime}\right)$, we replace $w^{\prime}$ with a path in $G\left(w^{\prime}\right)$ between the incident edges of $E\left(G^{\prime}\right)$. If only one path visits a node $w^{\prime} \in V\left(G^{\prime}\right)$, then such a path exists because $G\left(w^{\prime}\right)$ is connected. If both paths visit $w^{\prime}$, then we connect two pairs of vertices in $G\left(w^{\prime}\right)$ by edge-disjoint paths, which can be done because $G\left(w^{\prime}\right)$ is 2-edge connected.

## 3 Partition Algorithm

We describe how to choose a subset $S^{\prime} \subset S$ and generate a convex partition for $S^{\prime}$. Intuitively, we grow a separator, which consists of input segments and some of their extensions. We stop when every segment in the separator has been extended in both directions. At that time, each face of the separator is convex. We start with a segment having an endpoint along the convex hull $\operatorname{conv}(\cup S)$ and extend it beyond the other endpoint. If an extension $\vec{r}$ hits a new segment, we include that segment into $S^{\prime}$ and extend it beyond its endpoint that is in counterclockwise position to the ray $\vec{r}$. If an extension hits the separator or infinity, then we next consider a segment in the separator that has been extended in only one direction, and now extend it in the opposite direction. We choose the segment with maximal turning angle, where the turning angle of a directed segment in the separator is the total counterclockwise angle along the path from the initial segment. To define the turning angle, we maintain the invariant:
Invariant 1 There is a segment $s_{0} \in S^{\prime}$ incident to $\operatorname{conv}(\cup S)$ such that, for every segment $t \in S^{\prime}$, there is a chain of segments $\left(s_{0}, s_{1}, \ldots, s_{k}=t\right), k \in \mathbb{N}$, in $S^{\prime}$ and an extension $\overrightarrow{r_{i}}$ of $s_{i}$ hits $s_{i+1}$ for $i=0,1, \ldots, k-1$.

If a ray $\vec{r}$ hits a directed segment $\vec{s}$, then their turning angle $\angle(\vec{r}, \vec{s}) \in(-\pi, \pi)$ is the counterclockwise angle of rotation that carries $\vec{r}$ to $\vec{s}$. For a directed segment $\vec{t}, s_{i} \in S^{\prime}$, a chain $\left(s_{0}, s_{1}, \ldots, s_{k}=t\right)$ determines a total turning angle as $\gamma=\sum_{i=1}^{k} \angle\left(\overrightarrow{s_{i-1}}, \overrightarrow{s_{i}}\right)$. We can now present our partition algorithm.

Partition Algorithm. Input $S$.

- Pick a segment $s_{0}=a_{0} b_{0}$ with an endpoint $b_{0}$ along $\operatorname{conv}(\cup S)$. Set $s:=s_{0}, p:=a_{0}, \gamma:=0, S^{\prime}:=\emptyset$, and $i:=1$.
- Repeat while $p \neq b_{0}$ :

Extend $s$ beyond $p$ into a ray $\vec{r}$ until it hits another segment, a previous extension, or to infinity.

- If $\vec{r}$ hits a segment in $S \backslash S^{\prime}$, denote it by $s_{i}=$ $a_{i} b_{i}$ such that $\angle\left(\vec{r}, \overrightarrow{a_{i} b_{i}}\right)<0<\angle\left(\vec{r}, \overrightarrow{b_{i} a_{i}}\right)$, let $\gamma_{i}=\gamma+\angle\left(\vec{r}, \overrightarrow{a_{i} b_{i}}\right)$, put $S^{\prime}:=S^{\prime} \cup\left\{s_{i}\right\}$, $s:=s_{i}, p:=a_{i}, \gamma:=\gamma_{i}+\pi$, and $i:=i+1$.
- Else, over all integers $j, 0 \leq j<i$, such that $s_{j} \in S^{\prime}$ has not been extended beyond $b_{j}$, pick one where the turning angle $\gamma_{j}$ is maximal. Set $s:=s_{j}, p:=b_{j}$, and $\gamma:=\gamma_{j}$.

It is immediate that the segments $S^{\prime}$ selected by our algorithm and their extensions form a convex partition $P^{\prime}$ of $S^{\prime}$ such that every segment of $S \backslash S^{\prime}$ lies in the interior of a face of $P^{\prime}$. It is also clear that Invariant 1 is maintained. It remains to show that the dual graph $G^{\prime}$ of $P^{\prime}$ is 2-edge connected.


Figure 4: Steps of our partition algorithm.

## 4 The Dual Graph of $P^{\prime}$ is 2-Edge Connected

Let $\mathcal{R}$ denote the set of all simply connected regions that are unions of some, but not all, convex faces of $P^{\prime}$. It is enough to show that every region $R \in \mathcal{R}$ has at least two segment endpoints on its boundary $\partial R$. We direct each extension in the natural direction such that they emanate from the corresponding segment endpoint. The input segments, however, are not directed. The boundary of each region $R \in \mathcal{R}$ contains portions of some nondirected input segments and directed extensions.

Lemma 3 For every $R \in \mathcal{R}$, if $\partial R$ contains both clockwise and counterclockwise extensions, then $\partial R$ contains an entire input segment.

Proof. The starting point of every directed portion of $\partial R$ is a segment endpoint. The shortest portion $\gamma \subset$ $\partial R$ between clockwise and counterclockwise extensions must be incident to two segment endpoints. Because the segments are disjoint, $\gamma \subset \partial R$ is a segment.

In particular, the boundary of every region $R \in \mathcal{R}$ that extends to infinity contains an entire segment.

Lemma 4 For every $R \in \mathcal{R}$, if $\partial R$ contains only clockwise (resp., counterclockwise) extensions, then $\partial R$ contains at least two segment endpoints.

Proof. Assume to the contrary that there is a region $R \in \mathcal{R}$ whose boundary contains fewer than two segment endpoints. Our algorithm inserts extensions one by one, so there is a linear order of the extensions along $\partial R$. Each extension has a segment endpoint at its tail.

In each connected portion of $\partial R$ that consists of extensions only, the youngest extension must lie entirely in $\partial R$, hence the segment endpoint at its tail also lies in $\partial R$. This proves that there is at least one endpoint $p$ of some segment $s$ along $\partial R$. Furthermore, if $p$ is the only segment endpoint along $\partial R$, then $\partial R$ consists of a connected portion of $s$ and a connected arc of extensions.

Note that $\partial R$ cannot be a path extending to infinity, because then the extensions on the two extremes would have opposite orientations with respect to $R$. Hence $\partial R$ is a circuit. We may assume without loss of generality that $R$ lies in the interior of $\partial R$. It follows that $R$ is a polygon, having at least three sides, and so at least three extensions lie along $\partial R$. Every extension along $\partial R$ hits either $s$ or a previous extension. By Lemma 4, all extensions along $\partial R$ have the same orientation. This gives a complete order in which these extensions are created in our partition algorithm: first an extension $\overrightarrow{r_{0}}$ that hits $s$, and last the extension $\vec{r}$ of $s$ beyond $p$.

Extensions do not cross each other, so a line segment in the interior of $R$ cannot participate in a chain described in Invariant 1. Hence the segments whose extensions lie along $\partial R$ cannot be in the interior of $R$. It follows that $R$ is convex: it cannot have reflex angles, because each vertex is the intersection of extensions of segments that do not lie in its interior. We are left with two cases:

Case 1: all extensions along $\partial R$ are counterclockwise. In our algorithm, after $\overrightarrow{r_{0}}$ hits $s$, the next step extends $s$ beyond $p$. This contradicts our finding that another extension along $\partial R$ is drawn between $\overrightarrow{r_{0}}$ and $\vec{r}$.

Case 2: all extensions along $\partial R$ are clockwise. This also contradicts the progress of our algorithm. After ray $\overrightarrow{r_{0}}$ hits segment $s$, no extension can hit $\overrightarrow{r_{0}}$ from the right before the extension $\vec{r}$ of $s$ is drawn, because any ray hitting $\overrightarrow{r_{0}}$ from the right must have a strictly smaller turning angle than that of $\vec{r}$.

The runtime of our algorithm is dominated by the $2 n$ ray shooting queries, one for each segment endpoint, among $O(n)$ noncrossing segment obstacles. Note that the set of obstacles dynamically increases as the new extensions are drawn. Using the currently known best dynamic data structures, $2 n$ ray shooting queries and $2 n$


Figure 5: The boundary of every region in $\mathcal{R}$ either contains an entire segment (e.g., face $A$ ) or contains extensions of the same orientation $(B, C$, and $A \cup B)$.
segment insertions can be done in $O\left(\left(n^{2} / \sqrt{k}\right) \log ^{O(1)} n\right)$ time using $O\left(k^{1+\varepsilon}\right)$ space and preprocessing, where $n \leq$ $k \leq n^{2}$ is a parameter and $\varepsilon>0$ is an arbitrarily small positive constant $[1,2,3]$.

With $k=n^{4 / 3}$, our algorithm can be implemented in $O\left(n^{4 / 3+\varepsilon}\right)$ time and space; with $k=n$, it requires $O\left(n^{1+\varepsilon}\right)$ space and $O\left(n^{3 / 2}\right.$ polylog $\left.n\right)$ time.
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